Two-part random effects growth modeling to identify risks associated with alcohol and cannabis initiation, initial average use and changes in drug consumption in a sample of adult, male twins
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ABSTRACT

Aims: Our aim was to profile alcohol and cannabis initiation and to characterize the effects of developmental and environmental risk factors on changes in average drug use over time.

Design: We fitted a two-part random effects growth model to identify developmental and environmental risks associated with alcohol and cannabis initiation, initial average use and changes in average use.

Participants: 1796 males aged 24–63 from the Virginia Adult Twin Study of Psychiatric and Substance Use Disorders.

Measurements: Data from three interview waves included self-report measures of average alcohol and cannabis use between ages 15 and 24, genetic risk of problem drug use, childhood environmental risks, personality, psychiatric symptoms, as well as personal, family and social risk factors.

Findings: Average alcohol and cannabis use were correlated at all ages. Genetic risk of drug use based on family history, higher sensation seeking, and peer group deviance predicted both alcohol and cannabis initiation. Higher drug availability predicted cannabis initiation while less parental monitoring and drug availability were the best predictors of how much cannabis individuals consumed over time.

Conclusion: The liability to initiate alcohol and cannabis, average drug use as well as changes in drug use during teenage years and young adulthood is associated with known risk factors.

Published by Elsevier Ireland Ltd.

1. Introduction

Alcohol and cannabis use disorders are complex traits influenced by genetic and environmental risks. Attempts to prevent use, avoid health and psychiatric consequences and identify prophylaxes (Degenhardt and Hall, 2002; Leweke and Koethe, 2008; Nurnberger et al., 2004) require distinguishing between processes that increase liability to drug use versus processes influencing patterns of use following initiation. Although genetic risks impact drug use and drug use disorders (Goodwin et al., 1973; Heath et al., 1997, 1991; Hettema et al., 1999; Kaprio et al., 1991; Pickens et al., 1991; Prescott et al., 1994; Prescott and Kendler, 1999; Sigvardsson et al., 1996), liability to alcohol and cannabis use can be predicted by a variety of social–environmental factors in early to mid-childhood (Caspi et al., 1996; Casswell et al., 2002; Chassin et al., 2002; Colder et al., 2002; Dubow et al., 2008; Ellickson et al., 2004; Englund et al., 2008; Jackson and Sher, 2006; Li et al., 2001; Maggs et al., 2008; Manzardo et al., 2005; Oxford et al., 2003; Pitkanen et al., 2008; Wiers et al., 2007; Windle et al., 2005; Windle and Wiesner, 2004), personality dimensions (McGue et al., 1999), and externalizing behaviors (Boyle et al., 1992; Fergusson and Lynskey, 1998; Helzer et al., 1992; Lynskey and Fergusson, 1995; Szobot and Bukstein, 2008; Young et al., 1995). In addition, alcohol and cannabis use can be predicted during adolescence and teenage years by exposure to environmental risks and protective factors, e.g., parental monitoring (Dishion and Loebner, 1985b), childhood sexual or physical abuse (Fergusson and Mullen, 1999; Kendler et al., 2000a), parental attitudes toward drug use (McDermott, 1984), household drug use (Groer, 1987), deviant peer group affiliation (Kandel et al., 1978), drug availability (Freisthler et al., 2005), participation in pro-social activities (Kendler et al., 1997; Werner, 1982; Werner and Smith, 1989). Yet despite the number of significant associations, it is unclear exactly how these risk factors covary with (i) the liability to use...
alcohol and cannabis and (ii) patterns of consumption following initiation.

When combining risks factors into a predictive developmental model, the distribution of the data must be taken into account. Although alcohol and cannabis are initiated on average by age 18 (Gillespie et al., 2009b; Wagner and Anthony, 2002), the distribution of initiation and average drug use at any given point remains semi-continuous. Such distributions have a characteristic histogram with a substantive proportion of zero responses alongside a skewed response pattern for the remainder of the response range. For cannabis, zero responders are high with lifetime abstinence among males of 46% (Gillespie et al., 2009b). Although the number of males who do not consume at least one full alcoholic drink in their lives is lower (3%) the proportion of zero responders only declines after adolescence so that abstemious subgroups can be observed in epidemiological samples (Kendler et al., 2008).

Therefore, our exploratory approach to unravel the role of risk factors over time is to fit a two-part random-effects model (Olsen and Schafer, 2001) which was specifically designed to take into account semi-continuous distributions. Specifically, the model assumes two processes underlie observed semi continuous responses. The first process is binary which differentiates between users and non-users, i.e., whether a response is zero or not. The second process is continuous and reflects the degree of use among drug users only. Both processes are modeled over time. At each time point, a zero response results in a zero for the first process and missing for the second process. In other words, non-users are not considered for modeling the second process. For users (non-zero responders), a latent growth curve model is fitted to the continuous consumption measures. Importantly, both processes are evaluated at each time point, permitting subjects to switch between the two regimes over time, e.g., a subject may be a non-user at time one, user at time two, and a non-user again for the remaining periods. These two processes may be equivalent or qualitatively distinct, i.e., they covary with different genetic and environmental risk factors. Although this method cannot identify subtypes among drug users, it is computationally stable, appropriate for semi-continuous longitudinal data and allows comparisons between abstainers and drug users in terms of known risk factors over developmental time (Olsen and Schafer, 2001).

2. Methods

2.1. Sample and assessment procedures

As part of an ongoing study of adult male twins from the Virginia Adult Twin Study of Psychiatric and Substance Use Disorders (VATSPSUD) this report is based on data collected from three waves of interviews (1994–2004; Kendler and Prescott, 2000). Briefly, twins were eligible for participation if one or both were successfully matched to birth records, were a member of a multiple birth with at least one male, were Caucasian, and were born between 1940 and 1974. Of the 9417 eligible individuals for Wave 1 (1993–1996), 6814 (72.4%) completed the interview. This included 5074 males (the figure excludes third-born member of triplets) from 1499 complete and 2076 incomplete twin pairs (or singletons). Subjects who completed the Wave 1 interview were contacted approximately 1 yr later to schedule a second interview (1994–1998). Wave 2 was completed by 4203 (83%) males from 1189 complete twin pairs and 1825 singletons. A third interview targeting the complete male twin pairs who participated in Wave 2 was launched (2000–2004) to study the nature and patterns and protective factors for psychoactive substance use (PSU) and psychoactive substance use disorders (PSUD) across adolescence and young adulthood. Wave 3 was completed by 1778 males (75%), aged 24–62 yrs ($\mu = 40.3, SD = 9.0$) from 745 complete twin pairs and 288 singletons.

At each wave the Committee for the Conduct of Human Research at Virginia Commonwealth University approved protocols given subjects along with a full explanation. Signed informed consents were obtained before all face-to-face interviews. Verbal assent was obtained before all telephone interviews. Most subjects were telephone interviewed. However, a small number were interviewed in person because of subject preference, residence in an institutional setting, or not having telephone service.

Interviewers possessed a master’s degree in social work, psychology, another mental health related field, or a bachelor’s degree in one of these areas plus a minimum of 2 yrs relevant clinical experience. They received 40 hrs of training plus regular individual and group review sessions. Two senior staff members reviewed interviews for completeness and consistency. Each member of a twin pair was interviewed by different interviewers blind to clinical information about the co-twin.

2.2. Model variables

After a systematic review of the literature, the 15 risk factors in Table 1 were selected because of previous significant associations with drug use and drug use disorders. Risks are divided into four developmental tiers reflecting: (i) genetic risks and year of birth; (ii) aspects of the childhood environment; (iii) critical temperamental and symptom variables; and (iv) key personal, social and environmental risk factors in late adolescence. The third interview included a number of retrospective assessments spanning five development periods (8–11 yrs, 12–14 yrs, 15–17 yrs, 18–21 yrs, and 22–25 yrs) to coincide with the timing of major developmental milestones, i.e., leaving the parental home, finishing school, college entry and completion. Also included in the third interview were items assessing the period of “growing up” we defined as between the ages of 8 and 18 yrs.

2.3. Quality control and reliability

Because a number of the childhood environmental risks, temperamental and symptom variables, as well as personal, family and social risk factors measured at the Wave 3 interview are retrospective, these data are potentially contaminated by recall bias and telescoping effects our study used a Life History Calendar format developed by Thornton (Freedman et al., 1988) to improve the quality of the data. Essentially, this method has been shown to improve the accuracy of retrospective reporting by providing multiple cues to increase the chances of accurate recall (Belli, 1998). The method makes the task more akin to the accurate and well-retained process of recognition than to the less reliable task of free recall.

2.4. Genetic risks

Given significant heritability for alcohol and cannabis use (Heath et al., 1997; Kendler et al., 2000b; Kendler and Prescott, 1998; Lynskey et al., 2002; McGuie et al., 2000; Miles et al., 2001; Pickens et al., 1991; Prescott et al., 1999; Prescott and Kendler, 1999; Rhee et al., 2003; van den Bree et al., 1998) we included estimates of individual genetic risk for problematic alcohol and cannabis use. These were based on Wave 2 interview self-reports asking twins to report on their paternal, maternal and cotwin’s drug use. Specifically, the response distributions to three questions: (i) “Did your father ever have a problem with [drinking/cannabis] that lasted at least a month?”; (ii) “Did your mother ever have a problem with [drinking/cannabis] that lasted at least a month?”; and (iii) “Has your twin ever had a problem with [drinking/cannabis] that lasted at least a month?”
Genetic risks for problematic alcohol and cannabis use were calculated. For each of the three ordinal items, dichotomous responses (0 or 1) were translated using the SAS software program (SAS, 2006) into ‘relative to an identified distribution’ or RIDIT scores which are deviations or expected values away from the mean of 0.5 under a uniform distribution (0–1) (Lehmann, 1975; van Elteren, 1960) e.g. a binary variable with prevalence rates of 40% and 60% (i.e. 0–40%–100%) would be scored 0.2 and 0.7.

In the classical twin design, the additive genetic correlation for MZ twin pairs is fixed to 1.0, whereas the DZ twin pair correlation is 0.5 because the later on average share only half their genes in common. Accordingly, RIDIT scores for MZ twins reporting on their cotwin’s drug use were unmodified from the uniform distribution comparisons. RIDIT scores from DZ twins were adjusted half way back to a mean score of 0.5. By weighting the MZ scores twice as strongly as DZ scores this effectively reduces the uniform distribution for DZ twins from 0.0–1.0 to 0.25–0.75 to reflect the fact that MZ twin pairs are on average twice as genetically similar compared to DZ twin pairs. RIDIT scores for DZ and MZ twins reporting on maternal and paternal drug use were all adjusted half way back to a mean score of 0.5. This is because the parent–offspring genetic correlation is 0.5 regardless of whether offspring are MZ or DZ twins. Individual genetic risks were then calculated using the mean parental and cotwin RIDIT scores. Although this method provides an estimate of genetic risk, these scores include non-shared environmental variance that by definition must also include measurement error.

The same method was used to calculate a genetic risk for EXTERNALIZING DISORDERS based on: (i) co-twin’s self-reports of DSM-IV (American Psychiatric Association, 1994) symptoms of conduct disorder (Wave 1 and Wave 2); (ii) subjects reporting on co-twin’s DSM-IV symptoms of antisocial personality disorder (Wave 2); (iii) co-twin’s self-reported DSM-IV symptoms of antisocial personality disorder (Wave 2); and (iv) subjects reporting on father’s symptoms of antisocial personality disorder (Wave 2) using the FH-RDC (Family History Research Diagnostic Criteria; Lavert et al., 1998). Individual genetic risk was calculated as the mean RIDIT scores.

2.5. Childhood environmental risks

Based on two items measured at three retrospective periods (8–11 yrs, 12–14 yrs, and 15–17 yrs), CHURCH ATTENDANCE assessed how often subjects participated in church activities or youth groups ("never," "rarely," "sometimes," and "often") and how often they attended religious services ("more than once a week," "once a week," "a few times a month," "once a month," "less than once a month," and "never"). Reliability for this variable (intraclass correlation [ICC]) equaled 0.88. HOUSEHOLD DRUG USE was based on six items which asked how often tobacco, alcohol and drugs (marijuana and other drugs like cocaine and LSD) were used by someone other than the co-twin in the household from age eight until the subject left home: (i) items included "How often do you think about trying marijuana, alcohol or other drugs" for the subject? (ii) items included "How often do you think about trying cigarettes, alcohol or other drugs" for the subject? (iii) Children were asked "How often do you smoke cigarettes, alcohol or other drugs?" (slope).

2.6. Temperamental and symptom variables

Symptoms of disruptive behavior were measured retrospectively at 15–17 yrs using 14 items based on the DSM-IV symptoms for Attention Deficit Hyperactive Disorder (11 items) and Oppositional Defiant Disorder (3 items). Reliability (ICC) equaled 0.81. Response options for items such as "How often did you have difficulty staying seated" were "never," "rarely," "sometimes," and "often." NEO-PI-R was assessed by the Short-Form version from the EPQ-R (73) scored as a five level ordinal measure. SENSATION-SEEKING was a continuous measure based on eleven items from the Sensation Seeking Scale. Reliability for this variable (ICC) equaled 0.81. EARLY ONSET ANXIETY DISORDER was a dichotomous variable scored for subjects with the diagnosis before age 18. The Mplus (Muthén and Muthén, 1998–2001) was fitted to data comprising average drug use over five two-year intervals between 15 and 24 yrs. Although these analyses were run separately for alcohol and cannabis use, covariates were the same (except of genetic risk of problematic alcohol/cannabis use and alcohol/cannabis availability) in order to compare the patterns of significance and effect sizes across drugs. To adjust for correlated observations the analyses were clustered by family in Mplus (Muthén and Muthén, 1998–2001).

3. Results

Results for the two-part random effects models are shown in Table 2.

3.1. Alcohol

The risk factors combined explained 32%, 29% and 5%, respectively, of the variance in the risk of initiating initial average use, and the changes in average use over time. None of the childhood environmental risks predicted liability to alcohol initiation. Individuals with a high familial genetic risk for problem alcohol use...
who reported elevated sensation seeking, symptoms of conduct disorder and peer group deviance were more likely to initiate alcohol. Among these risks, peer group deviance had the largest effect ($\beta = 0.30$). Individuals who did not report an early onset anxiety disorder were also more likely to initiate. Following initiation, individuals at high genetic risk for problem alcohol use along with elevated conduct disorder and peer group deviance risk factor scores tended to report higher average alcohol consumption.

Unlike genetic risk for problem alcohol use, peer group deviance and to a lesser extent symptoms of conduct disorder that predicted both the risk of initiation and average alcohol use, risks such as sensation seeking and early onset anxiety disorder predicted initiation but not average use.

Although none of the childhood environmental risks predicted either alcohol initiation or initial average use, individuals who reported having parents with stronger attitudes against drug use ($\beta = -0.17$) reported lower changes in average use following initiation whereas individuals whose parents were more favorable toward drug use report higher changes in average consumption. However, because the correlation between initial average use and change in average was negative ($r = -0.50, p < 0.001$) this effect was more likely to be seen among subjects whose initial average consumption was low.

### 3.2. Cannabis

Developmental and environmental risk factors explained 42%, 51% and 26% of the variance in risk of cannabis use, initial average use, and changes in average use over time respectively. Specifically, subjects with high genetic risk for problem cannabis use, high genetic risk of externalizing disorder, high sensation seeking personalities, low parental monitoring, high peer group deviance, and who reported more cannabis availability were significantly more likely to initiate cannabis. Only high genetic risk for externalizing disorder, low parental monitoring, and high cannabis availability predicted both initiation and average use. This is in contrast to sensation seeking and peer group deviance, which predicted odds of initiating but not average use.

Cannabis availability was a significant predictor of cannabis initiation, average use and changes in use ($\beta = 0.36$ and 0.45 respectively). It was also significantly but negatively associated with changes in use ($\beta = -0.25$). Older subjects ($\beta = 0.30$) and those who had reported cannabis as having being more difficult to obtain ($\beta = -0.25$) tended to report greater changes in average cannabis consumption over time. However, because the correlation between initial average use and change in average was again negative ($r = -0.50, p < 0.001$) the larger change in average use among older individuals reporting less availability is likely to be seen more among subjects whose average consumption was low to begin with.

### 4. Discussion

Our exploratory analysis was designed to characterize how risk factors covary with alcohol and cannabis initiation, average use and changes in consumption. Compared to abstainers, alcohol and cannabis users have identifiable risk profiles broadly consistent with reports based on individuals sampled at similar age groups (Chassin et al., 2002; Ellickson et al., 2004; Windle et al., 2005; Windle and Wiesner, 2004). Genetic, personal, family, social and to a lesser extent childhood risk factors explain large proportions of the variance in the liability to initiate alcohol and cannabis use as well as the variance in initial average use and changes in average use. Some risks are drug specific. Others risk are common across substances while some of
the factors that predict liability to initiate do not appear to predict measures of average use, and vice versa.

Our results indicate that those individuals who score highly on measures of genetic liability as indexed by family histories, sensation seeking, and peer group deviance tend to initiate both alcohol and cannabis. Although only marginally significant in the case of cannabis, genetic risk of problematic drug use also predicts higher levels of initial average drug use. These results are consistent with findings elsewhere (Allen et al., 2003; Schuckit, 2009; Staiger et al., 2007).

Correlations between average alcohol and cannabis use measures at each interval between 15 and 24 and ranges between 0.51 and 0.61. These correlations suggest that some of the common risks increase both the risk (although not at the same time) of initiation and quantity drug use (Jackson et al., 2008; Labouvie and White, 2002).

Specific mechanisms responsible for these observed correlations and similarities in the longitudinal consumption trajectories for alcohol and cannabis may be the result of individuals tending to adopt different peer or social networks. Indeed, significant life events such as marriage before age 30 have been associated with declines in overall drug consumption (Prescott and Kendler, 2001). Another possibility is that common risks arise from a shared diathesis of correlated genetic and environmental influences (Conrod et al., 2000; Damberg et al., 2001; Miles et al., 2001). Indirect evidence to support this comes from findings of comorbid alcohol, cannabis and other illicit drug use (Wagner and Anthony, 2002) as well as evidence identifying shared latent genetic and environmental influences across a number of drug use phenotypes (Kendler et al., 2007b, 2003a).

Concerning drug-specific risks, higher levels of conduct disorder or the absence of an early onset disorder uniquely predicts trying alcohol. Reporting more deviant peers predicts average alcohol consumption but not cannabis. A genetic risk of externalizing disorders and reporting greater cannabis availability seem only to predict the odds of trying cannabis. Following initiation, it is lack of parental monitoring and reporting greater cannabis availability that predict average cannabis use. Favorable parental attitudes toward general drug use predict more change in alcohol use. Similarly, reporting cannabis as being difficult to obtain is associated with a greater change in average use. Because the correlation between initial average use and change in use is negative for both substances, this effect is more likely to be seen among subjects whose initial average consumption is low to begin with. We speculate a ceiling effect whereby individuals whose starting point or initial average is high are less likely to increase their consumption over time.

Within each drug, certain risks predict initiation and not average use and vice versa. For alcohol, high sensation seeking and an episode of early onset anxiety strongly predict the risk of using but not average use, whereas for cannabis peer group deviance and (again) sensation seeking predict initiation but not average use. Parental attitudes toward drug use appear to have little bearing on the chances of initiating either alcohol or cannabis consumption. Instead, they are more important for predicting changes in average alcohol consumption following initiation.

With respect to etiology, it is possible that drug-specific covariates risks account for some of the unshared variance between alcohol and cannabis use, or for aspects of the genetic and environmental influences known to be uncorrelated across drug use phenotypes (Kendler et al., 2007b, 2003b). Likewise, any risks that predict initiation but not average use may account for the proportion of genetic and environmental liability in drug initiation that does not overlap with measures of chronic use and abuse (Agrawal and Lynskey, 2006; Agrawal et al., 2005; Gillespie et al., 2009b).

An assumption implicit in many previous reports (Boyle et al., 1992; Dishon and Loebcr, 1985a; Fergusson and Lynskey, 1998; Freisthler et al., 2005; Helzer et al., 1992; Kandel et al., 1978; Kendler et al., 1997; Lynskey and Hall, 2001; McDermott, 1984; McGue et al., 1999; Szobot and Bukstein, 2008; Werner, 1982; Werner and Smith, 1989; Young et al., 1995) is that the etiology of risks is entirely environmental and antecedent to drug use. Recent analyses using the same data have revealed that as adolescents and teenagers mature, genetic factors play an increasingly important role in the most risk factors, e.g., drug availability (Gillespie et al., 2007) and peer choice (Kendler et al., 2007a). As an example of how twin modeling can be used to elucidate causal processes underlying the liability to drug use, and consistent with a process of social selection, we have shown how genetic and environmental risks associated with cannabis can drive the propensity to affiliate with deviant peers (Gillespie et al., 2009a).

Our results also provide a profile of individuals unlikely to initiate alcohol or cannabis. Notwithstanding the genetic risks, individuals who report the lowest peer group deviance are least likely to initiate alcohol use, those reporting lowest drug availability are least likely to ever use cannabis. The beta coefficients for cannabis availability on initiation and average use suggest this risk may be an ideal candidate for interventions aimed at harm reduction and because common environmental or cultural factors can explain a large proportion of the liability to initiate and progress to cannabis abuse (Gillespie et al., 2009b) it is tempting to suggest that reducing availability might result in reduced cannabis use. However, it is important to consider that rates of cannabis initiation and cannabis use disorders are not necessarily higher in communities which have decriminalized in part or in full the possession or use of illicit substances (Donnelly et al., 1995; Korf, 2002; Reinaran et al., 2004), nor are rates lower in countries such as the United States which have severe penalties for drug possession and use (Schlosser, 2004). Thus, it is possible that those reporting least availability may do so because they have not been motivated to discover whether the drug can be obtained. In essence, reports of low availability may be inaccurate.

Contrary to previous findings (Fergusson and Mullen, 1999; Gfroerer, 1987; Kendler et al., 2000a, 1997, 2003a) we found that a number of risks are unassociated with alcohol or cannabis use. For instance, childhood environmental risks such as household drug use or physical or sexual abuse do not appear to be related to initiation or escalation. Likewise, the failure to demonstrate an effect for church attendance and disruptive behavior symptoms was surprising given their known association with drug use. Spearman correlations between church attendance (8−17 yrs) and average cannabis use for the five two-year intervals were significant and in the expected direction: −0.21 (8−11 yrs); −0.23 (12−14 yrs); −0.18 (15−17 yrs); −0.17 (18−21 yrs); and −0.15 (22−25 yrs). Correlations between the disruptive behavior factor score and cannabis use across the same five two-year intervals were likewise significant but lower: 0.13 (8−11 yrs); 0.13 (12−14 yrs); 0.17 (15−17 yrs); 0.16 (18−21 yrs); and 0.14 (22−25 yrs). As shown in Table 3, some of the Childhood Environmental and Temperamental and Symptom risk factors that did not predict cannabis initiation correlated moderately with the genetic risk of externalizing disorder. Likewise, non-significant risk factors of alcohol use such as church attendance, physical or sexual abuse, disruptive behaviors, and neuroticism also show moderate correlations with the genetic risk of externalizing disorder.

Therefore, we removed the two genetic risks and age at interview before re-running the cannabis and alcohol models. For cannabis, we found that sensation seeking, parental monitoring, peer group deviance and cannabis availability remained significant. Among the changes, infrequent church attendance ($\beta = -0.07$, SE = 0.03, $p < 0.05$) and conduct disorder ($\beta = 0.13$, $p < 0.05$)
Although our modeling has shown how the liability to initiate alcohol and cannabis, initial average use and changes in use are related to certain risk factors, our findings must be interpreted in the context of five potential limitations. First, our data were drawn from White Virginian males. Although males have a higher prevalence of drug use (Kendler et al., 2002), previous analyses using the same data suggest that it is broadly representative of US males and does not differ from the general population in rates of psychopathology, drug use and abuse (Kendler et al., 2000b). Second, there may be cohort differences. The extent to which differences between users and non-users, or risks predicting average use, are a function of age is uncertain. Not only has the prevalence of cannabis been increasing but the average age of initiation has also been getting younger (McCabe et al., 2007). Third, with the exception of the genetic risks and early onset anxiety disorder, our factor score estimates assumed a uni-dimensional structure. Confirmatory factor analysis in Mx (Neale, 1999) revealed that a single factor structure provided a better fit than did the uncorrelated, two, or three factor models. Fourth, our model fitting was not exhaustive. However, we believe that that by modeling the semi-continuous distributions as a two-part random effects model was appropriate because it can integrate over developmental time a large number of diverse risk factors related to drug initiation and measures of average drug use. Other choices include linear growth models. However these assume that data are normally distributed and semi-parametric approaches will have likewise been unsatisfactory because they cannot distinguish between zero and non-zero responses (Olsen and Schafer, 2001; Zeger et al., 1988). The practice of excluding zeroes is also problematic because some individuals will be incorrectly identified as true abstainers when in reality our population likely consists of individuals who will be lifelong ‘abstainers’ (Olsen and Schafer, 2001) or ‘structural zeros’ (Carlin et al., 2001) and zeroes which capture random cases of non-use among individuals who will use the drug at other times in their lives (Blozis et al., 2007). This second class of ‘zero users’ is likely to be substantial among our adolescents, many of who may not have had the opportunity to indulge for reasons such as availability and exposure opportunity. We chose not to model mixture distributions or classes of drug users within the population of alcohol and cannabis users. Notwithstanding the computation difficulties, growth mixture modeling is
often problematic because post-hoc class comparisons depend critically on correct class assignment that is often unreliable (Lubke and Muthen, 2007; Tueller and Lubke, in press) unless appropriately weighted (Anderson et al., 2009; Barker and Maughan, 2009).
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