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The Diagnostic and Statistical Manual (4th ed. [DSM–IV]; American Psychiatric Association, 1994) distinction between clinical disorders on Axis I and personality disorders on Axis II has become increasingly controversial. Although substantial comorbidity between axes has been demonstrated, the structure of the liability factors underlying these two groups of disorders is poorly understood. The aim of this study was to determine the latent factor structure of a broad set of common Axis I disorders and all Axis II personality disorders and thereby to identify clusters of disorders and account for comorbidity within and between axes. Data were collected in Norway, through a population-based interview study (N = 2,794 young adult twins). Axis I and Axis II disorders were assessed with the Composite International Diagnostic Interview (CIDI) and the Structured Interview for DSM–IV Personality (SIDP–IV), respectively. Exploratory and confirmatory factor analyses were used to investigate the underlying structure of 25 disorders. A four-factor model fit the data well, suggesting a distinction between clinical and personality disorders as well as a distinction between broad groups of internalizing and externalizing disorders. The location of some disorders was not consistent with the DSM–IV classification; antisocial personality disorder belonged primarily to the Axis I externalizing spectrum, dysthymia appeared as a personality disorder, and borderline personality disorder appeared in an interspectral position. The findings have implications for a meta-structure for the DSM.
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Since 1980, the Diagnostic and Statistical Manual (DSM) has classified clinical disorders on Axis I and personality disorders on Axis II (American Psychiatric Association, 1980, 1994). The distinction between clinical disorders and personality disorders was primarily based on expert consensus (Trull & Durrett, 2005; Widiger, Simonsen, Krueger, Livesley, & Verheul, 2005). Subsequently, empirical evidence has challenged the validity of this organizing scheme (Ruocco, 2005). Substantial comorbidity across axes is frequently reported (Grilo, McGlashan, & Skodol, 2000; Hawton, Houston, Haw, Townsend, & Harriss, 2003; Oldham et al., 1995; Shea et al., 2004; Skodol et al., 2002). Genetic and environmental risk factors influencing both Axis I and Axis II disorders have been identified (Ørstavik, Kendler, Czajkowski, Tambs, & Reichborn-Kjennerud, 2007; Reichborn-Kjennerud, Czajkowski, Torgersen, et al., 2007), suggesting that the co-occurrence may reflect common etiological factors underlying the two types of disorders. Furthermore, personality disorders, which presumably reflect enduring patterns of functioning, show no higher stability than many clinical disorders (Krueger, 2005; Shea & Yen, 2003), and clinicians do not perceive personality disorders as qualitatively different from Axis I disorders (Flanagan & Blashfield, 2006). However, proposed differences between personality disorders and clinical disorders include the early age of onset requirement for a personality disorder diagnosis, substantial effects...
on everyday functioning, involvement of a sense of self and identity, and presumed poorer self-awareness and lower treatment response in personality disorders (Krueger, 2005; Oldham, 2005; Widiger, 2003). Given the limited evidence for the structural validity of the Axis I and Axis II distinction, a critical question in the revision of the DSM system is whether to retain this conceptualization (Livezile & Jang, 2008).

Several studies have successfully applied factor analysis to identify empirically clusters of disorders and the corresponding latent liability factors (Durrett & Westen, 2005; Kessler, Chiu, Demler, Merikangas, & Walters, 2005; Krueger, 1999; Krueger & Markon, 2006; Markon, 2010; Rodebaugh, Chambless, Renoberg, & Fydrich, 2005). This liability-spectrum approach to the classification of psychopathology is based on the understanding of mental disorders as manifestations of a limited number of underlying liability factors shared by several disorders (Krueger & Markon, 2006). Comorbidity or co-occurrence between disorders is accounted for by common factors and correlations between factors. The underlying factor structure of a set of disorders might have implications for both our understanding of the etiology of the disorders and their classification.

For common Axis I disorders (not including schizophrenia and other psychoses), factor analyses have identified internalizing and externalizing spectra of disorders influenced by two separate liability factors. The internalizing–externalizing model has been replicated in a number of studies (Kendler, Davis, & Kessler, 1997; Kessler et al., 2005; Krueger, 1999; Krueger & Markon, 2006; Slade & Watson, 2006). The internalizing spectrum includes major depression, generalized anxiety disorder, panic disorder, and the phobias. The externalizing spectrum includes drug and alcohol abuse/dependence and conduct disorder. Some studies have suggested two or three subfactors in the internalizing spectrum, differentiating between distress and fear (Krueger & Markon, 2006) and also bipolar disorders (Watson, 2005). Despite the strong evidence for a general factor structure for common clinical disorders, thus far a limited number of disorders have been subjected to analysis. Recently, internalizing/emotional disorders and externalizing/dissocial disorders have been proposed to represent two major clusters in a meta-structure for DSM–5 (Andrews et al., 2009; Goldberg, Krueger, Andrews, & Hobbs, 2009; Krueger & South, 2009).

Results from factor analyses of Axis II disorders are somewhat more divergent, with studies suggesting three to five underlying factors (Rodebaugh et al., 2005; Sheets & Craighead, 2007; Watson, Clark, & Chmielewski, 2008). Some studies have found support for the DSM–IV classification with three clusters: odd/eccentric (A), dramatic (B), and anxious (C) (Rodebaugh et al., 2005). Other studies have rejected this structure and reported evidence for four or five factors (Austin & Deary, 2000; Mulder & Joyce, 1997; Sheets & Craighead, 2007).

Recently, one study investigated the underlying structure of symptoms of selected Axis I and Axis II disorders in combination (Markon, 2010). Four superordinate factors were identified: internalizing, externalizing, thought disorder, and pathological introversion. At the subordinate level, 20 syndromes were found, some of which corresponded to existing DSM diagnoses and some of which represented new syndromal types. Another recent study (Kendler et al., 2010) identified four genetic and three environmental factors underlying a set of syndromal and subsyndromal Axis I and Axis II disorders.

Both Axis I and Axis II disorders are substantially related to normal traits as defined in the five-factor model of personality (Saulsman & Page, 2004; Trull & Sher, 1994; Widiger & Mullins-Sweatt, 2009). For example, the trait of neuroticism is associated with a spectrum of internalizing clinical disorders such as depression, anxiety, anorexia, panic disorders, and phobias (Clark, Watson, & Mineka, 1994; Hettema, Neale, Myers, Prescott, & Kendler, 2006; Lahey, 2009). Correspondingly, neuroticism, and partly low agreeableness and conscientiousness, seem to be common denominators for a range of personality disorders (Saulsman & Page, 2004), and integrative models of normal personality traits and disorders recently have been proposed (DeYoung, 2006; Dimgan, 1997; Markon, Krueger, & Watson, 2005; Watson et al., 2008; Widiger & Mullins-Sweatt, 2009). Despite knowledge of common factors for Axis I and Axis II disorders in terms of personality traits, little is known about the structure of comorbidity patterns of the two axes in combination.

Thus, previous research has delineated the underlying factor structure of common Axis I disorders as well as that of Axis II disorders, and substantial associations between normal personality traits and disorders have been established. Yet, current knowledge has some important limitations. Studies of large population-based samples are limited, and many studies rely on questionnaire measures rather than diagnostic interviews. Although the use of factor analysis of disorder groups has proved successful, most studies typically have been able to include only a limited group of disorders. A major challenge relates to the question of the joint structure of Axis I and Axis II disorders. Previous studies have investigated the underlying factor structure within each of the axes, but to our knowledge no studies have examined the phenotypic structure of a broad set of both common clinical disorders and personality disorders, as outlined in the DSM–IV. Clarifying the joint structure across axes would have potential implications both for our understanding of the etiology of mental disorders and for the revision of classification systems such as the DSM. If the underlying structure involves a clear distinction between personality disorders and clinical disorders, this would provide empirical support for retaining the Axis I–Axis II distinction. Alternatively, if disorders from both axes reflect the same underlying latent factor or factors, a revision of the Axis I–Axis II distinction might be supported.

The aim of this study was to investigate the joint phenotypic structure of a broad set of DSM–IV Axis I and Axis II disorders. By analyzing the pattern of co-occurrence, we sought to determine the number and nature of latent liability factors accounting for comorbidity within and across axes and to determine the location of specific disorders within this structural system.

**Method**

Participants for the study were recruited from the Norwegian Institute of Public Health Twin Panel (Harris, Magnus, & Tambs, 2002, 2006). Twins were identified through the Norwegian National Medical Birth Registry, which receives mandatory notification of all live births. The panel includes the entire cohort of twins born in Norway between 1967 and 1979 (N = 15,370). Two questionnaire studies (Q1 and Q2) were conducted in 1992 and 1998. Altogether 8,045 twins participated in the 1998 survey. The
The present study is based on interview data, collected between 1999 and 2004. Participants were recruited among 3,153 complete twin pairs who participated in the Q2 study, and 68 pairs were drawn directly from the Twin Panel. Only pairs in which both twins agreed to participate were included. Of the eligible twins, a total of 2,794 (44%) twins participated in the interviews assessing Axis I and II disorders. Nonparticipants included persons unwilling or unable to participate (0.8%), twin pairs in which only one twin agreed to participate (16.2%), and persons who did not respond after one reminder (38.2%). The interview participants did not differ from nonparticipants on a checklist of symptoms of anxiety and depression (Hopkins Symptom Checklist 5; Tambs & Moum, 1993) or other health indicators included in the Q2 survey (Tambs et al., 2009).

Interviews were mainly conducted face-to-face. For practical reasons, 231 participants were interviewed by telephone. The interviewers were mostly psychology students in their final part of training or experienced psychiatric nurses. All received a standardized training program by professionals with extensive experience with the instruments and were supervised during the data collection. The mean age of the participants was 28.2 years (range = 19–36 years), and 63% were female. Several articles describing details of the sample and the measures used in this report have been published (Kendler et al., 2008; Orstavik et al., 2007; Reichborn-Kjennerud, Czajkowski, Neale, et al., 2007).

Approval was received from The Norwegian Data Inspectorate and the Regional Ethical committee, and written informed consent was obtained from all participants after complete description of the study.

Measures

**Axis I.** Disorders on Axis I were assessed with a computerized version of the Composite International Diagnostic Interview (CIDI; Wittchen & Pfister, 1997), developed by the World Health Organization and used worldwide in major psychiatric surveys in recent years. This instrument has been shown to have good test–retest and interrater reliability (Wittchen, 1994). The following 14 disorders were included in the present investigation: major depressive disorder, dysthymia, generalized anxiety disorder, social phobia, agoraphobia, specific phobia (animal, natural environment, blood–injection–injury, situational, or other), panic disorder, post-traumatic stress disorder, anorexia nervosa, pain disorder, conduct disorder, alcohol abuse/dependence, cannabis abuse/dependence, and hard drugs abuse/dependence (including opiates, sedatives, cocaine, amphetamine, hallucinogens, inhalants, polysubstance).

Axis I diagnoses were assigned without hierarchical rules in order to examine co-occurrence without exclusions, in accordance with previous studies (Kendler, Aggen, Tambs, & Reichborn-Kjennerud, 2006; Kessler et al., 2005). For all clinical disorders, lifetime prevalence was used to allow for a time frame corresponding to that used for the personality disorders.

**Axis II.** A Norwegian version of the Structured Interview for DSM–IV Personality Disorders (SIDP–IV; Pföhl & Zimmerman, 1995) was used to assess the personality disorders. This instrument is a comprehensive semi-structured diagnostic interview for the assessment of DSM–IV Axis II diagnoses. The SIDP was initially developed in 1983 and has been used in a number of studies in several countries, including Norway (Helgeland, Kjelsberg, & Torgersen, 2005; Torgersen, Kringlen, & Cramer, 2001). The instructions for the SIDP–IV specify a 5-year rule, which means that behavior typical of the past 5 years represents the basis for the ratings, thus capturing the general chronicity feature of personality disorders. All 10 DSM–IV personality disorders were used in the analyses. In addition, depressive personality disorder, listed in Appendix B of the DSM–IV, was included, as there is substantial interest in determining its nature (Krueger, 2005; Widiger, 2003). In line with previous analyses (Kendler et al., 2008), we only used Criterion A for antisocial personality disorder. Conduct disorder was included as a separate Axis I disorder.

The specific DSM–IV criteria for personality disorders were rated as follows: 0 = absent; 1 = subthreshold; 2 = present; and 3 = strongly present. The number of criteria for each personality disorder varies from seven to nine. In this population-based sample, the prevalence rates for categorically defined diagnoses were too low to permit reliable analyses. Thus, to retain sufficient information, we modeled personality disorders as dimensional traits operationalized as the number of endorsed criteria. Sum scores of subthreshold (≥1) criteria were calculated for each disorder. To test the assumption that intermediate scores represent a position on an underlying continuum from no symptoms to full disorder, we have previously conducted multiple threshold tests for each disorder. The multiple threshold model fit well in all analyses (Kendler et al., 2008; Kendler, Czajkowski, et al., 2006; Reichborn-Kjennerud, Czajkowski, Neale, et al., 2007). We also estimated polychoric correlations between the sum scores and full diagnoses for each disorder. Correlations were as follows: paranoid personality disorder, .93; schizoid personality disorder, 1.0; schizotypal personality disorder, .90; histrionic personality disorder, .84; borderline personality disorder, .90; antisocial personality disorder, .97; narcissistic personality disorder, .76; avoidant personality disorder, .95; dependent personality disorder, .90; obsessive–compulsive personality disorder, .82; and depressive personality disorder, .93.

Interrater reliability of the measures was assessed by two raters’ scoring of 70 audiotaped interviews. As none of the respondents in the reliability sample obtained full diagnoses, kappas could not be calculated. However, the intraclass (and polychoric) correlations for the number of endorsed criteria were as follows: paranoid personality disorder, .92 (.94); schizoid personality disorder, .81 (.86); schizotypal personality disorder, .86 (.90); histrionic personality disorder, .85 (.80); borderline personality disorder, .93 (.94); antisocial personality disorder, .91 (.94); narcissistic personality disorder, .86 (.82); avoidant personality disorder, .96 (.97); dependent personality disorder, .96 (.99); obsessive–compulsive personality disorder, .92 (.87); and depressive personality disorder, .96 (.97). Finally, we calculated Cronbach’s alphas for the sum scores on the basis of polychoric correlations. Alphas were as follows: paranoid personality disorder, .84; schizoid personality disorder, .77; schizotypal personality disorder, .75; histrionic personality disorder, .79; borderline personality disorder, .88; antisocial personality disorder, .89; narcissistic personality disorder, .81; avoidant personality disorder, .88; dependent personality disorder, .82; obsessive–compulsive personality disorder, .72; and depressive personality disorder, .87.
Analyses

The analytic strategy involved first applying exploratory factor analyses (EFAs) in one sample to develop a model of the underlying structure and then testing this structure by confirmatory factor analyses (CFAs) in a second sample. In the total sample, the twins in each pair were randomly assigned as Twin 1 or Twin 2, thereby providing the basis for Sample 1 and Sample 2. Thus, each sample involved independent observations (no two twins in a pair would be in the same sample), and the two samples were naturally matched with regard to demographic and genetic factors.

In both EFA and CFA, latent continuous factors are hypothesized to account for the pattern of correlations among the observed variables. When EFA is conducted in the framework of structural equation modeling, the analyses produce, as with CFA, parameter estimates, standard errors, model–data misfit, and goodness-of-fit indices as well as indicators of specific areas of misfit (Asparouhov & Muthén, 2009; Marsh et al., 2009). The goodness of fit for a certain model reflects the degree to which the model is able to account for the structure of the observed data (Hoyle, 1995). To evaluate model fit, we used the chi-square value, the comparative fit index (CFI), the Tucker–Lewis index (TLI) and the root-mean-square error of approximation (RMSEA; Bollen & Curran, 2006; Hoyle, 1995). CFI and TLI scores above .95 indicate good fit. RMSEA scores below .08 are acceptable, and scores below .05 are good (Bollen & Curran, 2006; Brown, 2006). When nested models were compared, we used the chi-square difference test. The common factor analyses were performed in Mplus, with the weighted least squares means and variance adjusted (WLSMV) algorithm (Muthén & Muthén, 2006). The WLSMV estimator is appropriate for categorical and nonmultivariate normal data. (Note that the WLSMV provides estimated chi-square values and degrees of freedom; thus, the chi-square difference test cannot be performed directly on the resulting values but requires the use of the DIFFTEST procedure in Mplus). A number of options are available for rotating the factor structure extracted in an EFA (Browne, 2001; Fabrigar, Wegener, MacCallum, & Strahan, 1999). We used geomin rotation, which is the recommended approach in Mplus (www.statmodel.com).

Given the categorical nature of the data and the skewed distribution, we estimated tetrachoric/polychoric correlations between all variables. Based on the assumptions of a liability-threshold model, polychoric correlations are estimates of the true Pearson correlation between the normally distributed latent variables that are assumed to give rise to the observed categorical variables. In this formulation, a threshold is estimated on the latent variable that distinguishes between each of the ordinal categories.

Whereas the EFA is designed to explore the number and nature of the underlying factors, the CFA tests models that specify an a priori hypothesized structure. One of the strengths of CFA is the possibility of controlling for background variables and method factors. Given that sex and age represent potential confounders contributing to the pattern of correlations, in the CFAs all disorders were regressed on sex and age simultaneously with the testing of the factor model. Further, given that differences between the CIDI and the SIDP–IV, as well as different scoring methods used, might contribute to the pattern of correlations, we modeled separate method factors for Axis I and Axis II disorders. Thus, one factor had loadings from all of the Axis I disorders, and another factor had loadings from all of the Axis II disorders. Method factor loadings were constrained to be equal within each factor, and the factors were modeled as orthogonal to other factors.

Results

Tetrachoric/polychoric correlations were estimated for the full set of 25 disorders. Table 1 shows all correlations for the full sample. Correlations ranged from −.17 to .85. In total, 96.7% of the correlations were positive. Substantial correlations were observed both within and between axes. Some disorders showed a differentiated pattern of correlations, whereas others, such as borderline personality disorder, showed substantial correlations with most other disorders.

Exploratory Factor Analysis

An EFA was performed on the full set of disorders in Sample 1. The eigenvalues for the first six factors before rotation were, respectively: 7.97, 3.14, 2.00, 1.49, 1.16, and 1.02. Parallel analysis (Hayton, Allen, & Scarpello, 2004) indicated four clear factors, with the fifth factor close to trivial (mean random eigenvalue = 1.14). The scree plot also suggested four factors. Fit statistics from the EFA showed that the four-factor model fitted very well, $\chi^2(85, N = 1,395) = 183.67$, CFI = .97, TLI = .98, RMSEA = .029; accounted for 52% of the variance of the disorders; and was superior to the three-factor model ($p < .001$). The four-factor model thus reflected a parsimonious representation of the general underlying structure of all included disorders.

Inspection of the five-factor model indicated possible overextraction in that model. The fifth factor was mainly due to a correlation between schizoid and schizotypal personality disorder, which also share one criterion in the DSM–IV (lack of close friends). Hence, the content of the factors in the five-factor solution lends support to the four-factor model as well fitting and sufficient.

The factor structure for the four-factor model is shown in Table 2. Loadings >.30 are presented in boldface. The first factor contained primarily Axis I disorders: anxiety disorders, major depressive disorder, dysthymia, anorexia nervosa, posttraumatic stress disorder, and pain disorder. In addition, depressive and borderline personality disorder loaded partly on this factor. We labeled this factor Internalizing. The second factor comprises hard drugs, cannabis, and alcohol dependence/abuse, conduct disorder, antisocial personality disorder, and in part borderline personality disorder. This factor was labeled Externalizing. The third factor included only personality disorders, with a predominance of Cluster A and B disorders (histrionic, narcissistic, paranoid, schizotypal, obsessive–compulsive, and borderline personality disorders). We chose to label this factor Cognitive–Relational Disturbance. The fourth factor contained personality disorders from Cluster C (avoidant and dependent personality disorders) and also included loadings from schizoid personality disorder, depressive personality disorder, and dysthymia. We suggest the label Anhedonic Introversion for this factor.

In general, the structure identified was relatively simple, with few cross-loadings exceeding .30 and none exceeding .40. Among the cross-loadings, in particular, the role of borderline personality disorder is noteworthy. Borderline personality disorder loaded on
both the Internalizing and Externalizing factors (Axis I), in addition to loading on the Cognitive–Relational Disturbance factor (Axis II). Dysthymia and depressive personality disorder were located in an intermediate position, with loadings on both the Internalizing and Anhedonic Introversion factors.

Given that solutions other than the four-factor model can be informative of higher order structures, we provide a brief outline of the one-, two-, and three-factor solutions. The one-factor solution did not fit well, \( \chi^2(92, N = 1,395) = 645.46, \) RMSEA = 0.066, CFI = .85, TLI = .88. Although a single factor is not able to account for the observed data structure, it is worth noting that the highest loading disorder on this general factor of pathology was borderline personality disorder (.73).

In the two-factor model, \( \chi^2(91, N = 1,395) = 385.64, \) RMSEA = 0.048, CFI = .92, TLI = .93, one broad internalizing factor was extracted, including Axis I disorders—major depressive disorder, generalized anxiety disorder, phobias, panic, dysthymia, pain disorder, anorexia, and posttraumatic stress disorder—and Axis II disorders—paranoid, schizoid, schizotypal, borderline, avoidant, dependent, obsessive–compulsive, and depressive personality disorders. The second factor included externalizing disorders, with predominant loadings from several Axis I disorders—alcohol abuse/dependence, conduct disorder, cannabis and hard drugs abuse/dependence—and Axis II disorders—antisocial, narcissistic, and histrionic personality disorders.

In the three-factor model, \( \chi^2(90, N = 1,395) = 254.35, \) RMSEA = 0.036, CFI = .96, TLI = .96, a separate personality disorder factor was extracted (including paranoid, narcissistic, histrionic, and obsessive–compulsive personality disorders), in addition to an internalizing factor (which included dependent, depressive, and avoidance personality disorders), and an externalizing Axis I factor (including antisocial personality disorder).

### Table 1

| Disorder | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 |
|----------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| Major depressive disorder | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Generalized anxiety disorder | .52 | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Social phobia | .44 | .52 | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Agoraphobia | .38 | .51 | .63 | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Specific phobia | .33 | .38 | .38 | .39 | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Dysthymia | .36 | .40 | .54 | .28 | .26 | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Panic disorder | .43 | .56 | .57 | .80 | .33 | .46 | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Pain disorder | .22 | .17 | .34 | .27 | .28 | .34 | .26 | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Posttraumatic stress disorder | .51 | .30 | .47 | .60 | .30 | .38 | .52 | .34 | .25 | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Alcohol abuse/dependence | .19 | .20 | .30 | .26 | .10 | .18 | .23 | .03 | .03 | .26 | — | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Cannabis abuse/dependence | .10 | .02 | .32 | .26 | .09 | .27 | .41 | .17 | .08 | .29 | .62 | — | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Hard drug abuse/dependence | .16 | .13 | .15 | .46 | .04 | .39 | .36 | .17 | .05 | .25 | .46 | .85 | — | — | — | — | — | — | — | — | — | — | — | — | — |
| Conduct disorder | .16 | .13 | .07 | .12 | .03 | .21 | .32 | .11 | .10 | .16 | .49 | .61 | .60 | — | — | — | — | — | — | — | — | — | — | — | — |
| Avoidant personality disorder | .26 | .26 | .30 | .15 | .16 | .15 | .29 | .14 | .21 | .22 | .23 | .24 | .17 | .09 | .37 | .42 | .43 | .44 | .18 | .37 | .34 | .49 | — | — |
| Dependent personality disorder | .31 | .21 | .21 | .16 | .11 | .16 | .14 | .05 | .02 | .16 | .27 | .18 | .21 | .27 | .42 | .29 | .53 | .43 | .42 | .51 | — | — | — | — |
| Obsessive-compulsive personality disorder | .21 | .31 | .30 | .37 | .20 | .42 | .33 | .02 | .21 | .25 | .17 | .14 | .01 | .14 | .36 | .27 | .43 | .21 | .47 | .35 | .34 | — | — | — |
| Borderline personality disorder | .26 | .32 | .42 | .38 | .18 | .48 | .32 | .11 | .12 | .29 | .14 | .15 | .13 | .09 | .37 | .42 | .43 | .16 | .38 | .13 | .26 | .56 | — | — |
| Depressive personality disorder | .43 | .49 | .50 | .48 | .29 | .59 | .43 | .13 | .24 | .38 | .14 | .16 | .17 | .09 | .46 | .28 | .43 | .24 | .51 | .32 | .32 | .51 | .55 | .37 | — |

**Note.** For total sample, \( N = 2,794 \). Obs.-comp. = Obsessive-compulsive.

### Confirmatory Factor Analyses

The findings from the EFAs in Sample 1 were tested in CFAs in Sample 2. In the first set of analyses, we tested simple structure models with no cross-loadings, assigning disorders only to the latent factor for which they had the highest loading in the EFA. All models included two orthogonal method factors, and all observed variables were regressed on sex and age simultaneously with testing of the factor structure. In addition, correlated residuals between schizoid and schizotypal personality disorders were allowed because of their sharing of one diagnostic criterion.

As a base model, we first tested a structure with only the method factors and no substantive factors. This model did not fit the data (Table 3, Model 1). Next, we tested the –one-factor through four-factor models as derived from the EFAs. Table 3 shows the fit of the models. By all fit measures, the models showed successively improved fit with increased numbers of factors. The chi-square difference tests also showed significant improvements in fit for each added factor. Thus, the CFAs supported the four-factor model identified with EFA, and an acceptable fit was obtained with a simple structure model with no cross-loadings.

However, because of evidence from the EFA of substantial cross-loadings (> .30) for a few disorders, as a final step, we tested adjustments of the model by including these cross-loadings. Five cross-loadings (see Table 2) were included. Four of these showed significant \((p < .01)\) effects in the CFA, that is, borderline personality disorder (including antisocial personality disorder).
degrees of freedom were estimated rather than calculated. The appropriate DIFFTEST procedure in Mplus was applied to perform the simultaneously with testing of the factor model. With the weighted least squares mean and variance adjusted (WLSMV) estimator, the chi-square and Factor Loadings From Exploratory Factor Analysis: Geomin Rotation for Sample 1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Panic disorder</td>
<td>.80</td>
<td>.07</td>
<td>−.12</td>
<td>.07</td>
<td>.67</td>
</tr>
<tr>
<td>Agoraphobia</td>
<td>.73</td>
<td>.03</td>
<td>−.16</td>
<td>.27</td>
<td>.72</td>
</tr>
<tr>
<td>Generalized anxiety</td>
<td>.70</td>
<td>−.08</td>
<td>.05</td>
<td>−.01</td>
<td>.50</td>
</tr>
<tr>
<td>Social phobia</td>
<td>.60</td>
<td>.06</td>
<td>0.00</td>
<td>.24</td>
<td>.57</td>
</tr>
<tr>
<td>Major depression</td>
<td>.59</td>
<td>.07</td>
<td>.13</td>
<td>−.08</td>
<td>.39</td>
</tr>
<tr>
<td>Pain disorder</td>
<td>.59</td>
<td>−.26</td>
<td>.03</td>
<td>−.13</td>
<td>.31</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>.56</td>
<td>−.02</td>
<td>.21</td>
<td>.05</td>
<td>.47</td>
</tr>
<tr>
<td>Specific phobia</td>
<td>.46</td>
<td>−.07</td>
<td>.11</td>
<td>−.11</td>
<td>.21</td>
</tr>
<tr>
<td>Dysthymia</td>
<td>.41</td>
<td>.10</td>
<td>.05</td>
<td>.38</td>
<td>.53</td>
</tr>
<tr>
<td>Anorexia</td>
<td>.41</td>
<td>−.11</td>
<td>.02</td>
<td>−.06</td>
<td>.14</td>
</tr>
<tr>
<td>Cannabis abuse/dependence</td>
<td>.07</td>
<td>.89</td>
<td>−.03</td>
<td>.04</td>
<td>.83</td>
</tr>
<tr>
<td>Hard drug abuse/dependence</td>
<td>.06</td>
<td>.88</td>
<td>−.06</td>
<td>.16</td>
<td>.86</td>
</tr>
<tr>
<td>Conduct disorder</td>
<td>−.09</td>
<td>.73</td>
<td>.22</td>
<td>−.08</td>
<td>.57</td>
</tr>
<tr>
<td>Antisocial personality disorder</td>
<td>−.03</td>
<td>.72</td>
<td>.36</td>
<td>−.07</td>
<td>.69</td>
</tr>
<tr>
<td>Alcohol abuse/dependence</td>
<td>.10</td>
<td>.52</td>
<td>.13</td>
<td>−.03</td>
<td>.34</td>
</tr>
<tr>
<td>Narcissistic personality disorder</td>
<td>−.20</td>
<td>.20</td>
<td>.71</td>
<td>.03</td>
<td>.53</td>
</tr>
<tr>
<td>Histrionic personality disorder</td>
<td>.10</td>
<td>.08</td>
<td>.65</td>
<td>−.13</td>
<td>.44</td>
</tr>
<tr>
<td>Obsessive–compulsive personality disorder</td>
<td>−.04</td>
<td>−.07</td>
<td>.59</td>
<td>.07</td>
<td>.36</td>
</tr>
<tr>
<td>Paranoid personality disorder</td>
<td>.15</td>
<td>−.01</td>
<td>.55</td>
<td>.16</td>
<td>.49</td>
</tr>
<tr>
<td>Schizotypal personality disorder</td>
<td>.23</td>
<td>−.12</td>
<td>.45</td>
<td>.26</td>
<td>.51</td>
</tr>
<tr>
<td>Borderline personality disorder</td>
<td>.31</td>
<td>.34</td>
<td>.39</td>
<td>.11</td>
<td>.63</td>
</tr>
<tr>
<td>Avoidant personality disorder</td>
<td>−.05</td>
<td>−.02</td>
<td>.05</td>
<td>.91</td>
<td>.82</td>
</tr>
<tr>
<td>Dependent personality disorder</td>
<td>.08</td>
<td>.03</td>
<td>.22</td>
<td>.52</td>
<td>.47</td>
</tr>
<tr>
<td>Schizoid personality disorder</td>
<td>.04</td>
<td>−.04</td>
<td>.24</td>
<td>.37</td>
<td>.28</td>
</tr>
<tr>
<td>Depressive personality disorder</td>
<td>.32</td>
<td>.00</td>
<td>.28</td>
<td>.37</td>
<td>.56</td>
</tr>
</tbody>
</table>

Factor correlations

| Factor 2 | .23 |
| Factor 3 | .35 | .15 |
| Factor 4 | .47 | .15 | .37 |

Note. For Sample 1, N = 1,395. Loadings > .30 are significant and presented in boldface.

The two method factors (not shown in the figure) yielded loadings of .21 (Axis I) and .34 (Axis II). Thus, although the method factors alone were not able to account for the observed data (Model 1, Table 3), the factors contributed systematically to the data structure. With regard to sex and age, in the final model the correlation coefficients for sex (male = 0, female = 1) ranged from −.27 (alcohol abuse/dependence) to .41 (anorexia) and for age from −.12 (hard drugs abuse/dependence) to .08 (generalized anxiety). Thus, whereas age differences were relatively minor, the

Table 3

Confirmatory Factor Analysis of 25 Axis I and Axis II Disorders: Fit of Models

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$p$ (Δ$\chi^2$ test)</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Only method factors</td>
<td>1,364.46</td>
<td>77</td>
<td>&lt;.001</td>
<td>.69</td>
<td>.65</td>
<td>.109</td>
</tr>
<tr>
<td>2. One factor</td>
<td>568.85</td>
<td>96</td>
<td>&lt;.001</td>
<td>.89</td>
<td>.90</td>
<td>.059</td>
</tr>
<tr>
<td>3. Two factors</td>
<td>424.50</td>
<td>95</td>
<td>&lt;.001</td>
<td>.92</td>
<td>.93</td>
<td>.050</td>
</tr>
<tr>
<td>4. Three factors</td>
<td>393.55</td>
<td>93</td>
<td>&lt;.001</td>
<td>.93</td>
<td>.93</td>
<td>.048</td>
</tr>
<tr>
<td>5. Four factors</td>
<td>313.14</td>
<td>93</td>
<td>&lt;.001</td>
<td>.95</td>
<td>.95</td>
<td>.041</td>
</tr>
<tr>
<td>6. Four factors, three cross-loadings</td>
<td>247.64</td>
<td>91</td>
<td>&lt;.001</td>
<td>.96</td>
<td>.96</td>
<td>.035</td>
</tr>
</tbody>
</table>

Note. For Sample 2, N = 1,399. All models included two orthogonal method factors, and the observed variables were regressed on sex and age simultaneously with testing of the factor model. With the weighted least squares mean and variance adjusted (WLSMV) estimator, the chi-square and degrees of freedom were estimated rather than calculated. The appropriate DIFFTEST procedure in Mplus was applied to perform the $\Delta \chi^2$ test. CFI = comparative fit index; TLI = Tucker–Lewis index; RMSEA = root-mean-square error of approximation.
sex effects clearly were of such a magnitude that controlling for the effects was warranted.

In summary, the preliminary evidence of four general factors in the Sample 1 EFA was replicated in the sample 2 CFAs. In addition, three cross-loadings were confirmed. The four-factor model accounted for the covariance structure of the 25 disorders to a high extent. Factor loadings for the individual disorders were generally high \( (p < .001) \) with a mean of .58, and all factors were positively correlated.

**Discussion**

The main aim of this study was to investigate the structure of latent factors underlying a broad set of DSM-IV Axis I and Axis II disorders and thereby to identify clusters of disorders for which the comorbidity is accounted for by underlying liability factors.

**The Four-Factor Model**

Four groups of disorders were identified. In accordance with previous studies, we found common Axis I disorders to sort rather clearly into internalizing and externalizing spectra (Goldberg et al., 2009; Krueger, Markon, Patrick, Benning, & Kramer, 2007; Krueger & South, 2009). Our analyses included a broad set of disorders and, as such, the findings represent an expanded replication of earlier findings. The internalizing spectrum contained anxiety disorders, major depression, anorexia, pain disorder, and posttraumatic stress disorder. Negative affectivity represents a common feature of these disorders (Goldberg et al., 2009; Krueger, 2005; Watson, 2005). In contrast to some previous studies (Krueger, 1999; Slade & Watson, 2006), we did not find subfactors reflecting distress versus fear within the internalizing spectrum. Rather, at this general level, these disorders share a common liability. Further, disorders varied in the degree to which they reflected the core characteristics of the cluster. For example, panic disorder and social phobia represent quintessential disorders of this spectrum, whereas anorexia nervosa and pain disorder represent more peripheral disorders.

The externalizing spectrum comprised mainly Axis I disorders such as substance use disorders and conduct disorder. Common features of this spectrum include disinhibition and impulsivity

![Figure 1](https://example.com/figure1.png)

**Figure 1.** Final confirmatory factor analysis model. For Sample 2, \( N = 1,399; \chi^2(91) = 247.64, \) root-mean-square error of approximation = .035; comparative fit index = .96, Tucker–Lewis index = .96. Method factors for Axis I and Axis II disorders were included in the analysis, and all observed variables were regressed on age and sex (not shown in figure). PD = personality disorder; dis = disorder; GAD = generalized anxiety disorder; Soc. phobia = social phobia; Ag. phobia = agoraphobia; Spec. phobia = specific phobia; PTSD = posttraumatic stress disorder; MDD = major depressive disorder; Depr = depressive; Ob-comp = Obsessive–compulsive. \( p < .01 \) for all loadings and correlations.
(Krueger et al., 2007; Krueger & South, 2009). In addition to the Axis I disorders, antisocial personality disorder also belonged to the externalizing spectrum. The close link between antisocial personality disorder and Axis I externalizing disorders accords with previous findings (Kendler et al., 1997; Krueger et al., 2007). However, to our knowledge, this is the first study to clearly show that antisocial personality disorder is more strongly related to the externalizing Axis I spectrum than to the personality disorder dimensions. Markon developed a hierarchical model, with 20 subordinate dimensions. However, a noteworthy account of the combined structure has recently been provided (Markon, 2010). The genetic structure resembles the currently identified phenotypic structure, suggesting that the phenotypic four-factor model is primarily driven by genetic factors.

Another recent study, based on a subsample of the current sample and a related set of disorders, found four genetic and three environmental factors underlying the disorders (Kendler et al., 2010). Yet, despite high intraspectrum coherence, that is, most disorders belonging to only one spectrum, there were some important exceptions. In line with previous findings of high comorbidity between borderline personality disorder and Axis I disorders (James & Taylor, 2008; Ruocco, 2005; Slade, 2007), our analyses revealed a link between borderline personality disorder and both the internalizing and externalizing (Axis I) clusters, which was not seen for the other personality disorders. Although previous confirmatory factor analytic studies consistently have found that borderline personality disorder is a unidimensional structure, that is, that its nine criteria identify a relatively coherent single factor (Aggen, Neale, Reysamb, Reichborn-Kjennerud, & Kendler, 2009; Johansen, Karterud, Pedersen, Gude, & Falkum, 2004; Sanislow et al., 2002), the disorder can be seen as multidimensional in the sense of not being seated in a single diathesis (Paris, 2007). Borderline personality disorder appears to be affected by several liabilities and could be considered interspectral in nature. As currently defined (American Psychiatric Association, 1994), borderline personality disorder emerges as a combined result of high vulnerabilities for Axis I and Axis II dispositions. Alternatively, the borderline diagnosis can be seen as too heterogeneous, and the findings might point to a need for a more narrow set of criteria for the disorder.

In addition, depressive personality disorder, which is currently placed in the Appendix of DSM–IV (American Psychiatric Association, 1994; Widiger, 2003), revealed substantial cross-loadings and remains in an intermediate position between clinical disorders and personality disorders. Our analyses also indicate that dysthymia primarily belongs to a personality disorder cluster. In contrast,
and as discussed above, antisocial personality disorder reveals a location among Axis I externalizing disorders.

Comorbidity Within and Across Axes

Another noteworthy aspect of the results concerns the origins of patterns of comorbidity. A model of four latent liability factors accounted for the majority of the co-occurrence observed between the 25 disorders examined. As such, it represents a parsimonious model of the underlying joint structure of clinical disorders and personality disorders. Each liability factor accounted for the co-occurrence among disorders within its corresponding spectrum (in addition to the covariance accounted for by the method factors included). Co-occurrence across clusters (both within and across the current axis system) was mainly explained by general factors. Thus, these findings imply that comorbidity is generally due to associations between broad liability factors rather than to disorder-specific associations. Previous studies have found associations between selected personality disorders and clinical disorders (e.g. borderline personality disorder and major depressive disorder; avoidant personality disorder and social phobia; Reichborn-Kjennerud, Czajkowski, Torgersen, et al., 2007; Ruocco, 2005; Shea et al., 2004; Skodol et al., 2002). We found no evidence of specific one-to-one comorbidity across axes beyond that accounted for by the general factors. Thus, our results are in line with previous findings of associations between clinical disorders and personality disorders (Ruocco, 2005; Skodol et al., 2002) but suggest that the associations are mainly due to relations at the level of general underlying factors. If the comorbidity across axes is primarily due to general factors, previous findings of one-to-one associations are basically exemplars of a general structure in which the nature of comorbidity is based on the level of broad liability dimensions.

Factor Interrelations

The four factors were all positively correlated, yet a distinct pattern of correlations emerged. The CFA-based correlations were generally higher than the EFA-based correlations. Such a finding is expected, as the EFA also includes a full set of cross-loadings to account for the observed data structure (Asparouhov & Muthen, 2009; Marsh et al., 2009). Despite the magnitude of differences, a similar pattern was observed. The highest correlation was found for Internalizing and Anhedonic Introversion, thus suggesting a general liability to internalizing, or emotional, disorders across the axes. In contrast, the Externalizing factor showed only moderate correlations with the other factors, indicating a high degree of distinctiveness for this liability. The Cognitive–Relational Disturbance factor (Axis II), albeit partly containing externalizing personality disorders, was quite different from the Externalizing factor of Axis I.

In the CFA, method factors were included to account for possible systematic effects of the difference between the CIDI and the SIDP–IV and of different scoring procedures. Relatively small, but significant effects of the method factors were found. Yet, after controlling for method variance, we still found evidence of a distinction between Axis I and Axis II disorders.

Previous studies have repeatedly found two general factors for Axis I disorders: internalizing and externalizing (Kendler, Prescott, Myers, & Neale, 2003; Krueger, Chentsova-Dutton, Markon, Goldberg, & Ormel, 2003; Slade, 2007; Slade & Watson, 2006). Our findings suggest a dual structure with a distinction between Axis I and Axis II disorders as well as between broad groups of internalizing and externalizing disorders.

Limitations

Several limitations of the current study should be acknowledged. Our analyses did not include disorders such as schizophrenia or bipolar disorders, as they were too rare in this population-based sample. Despite the advantages of population-based studies in terms of generalizability, the absence of some disorders, and the possible lack of infrequent aspects of other disorders, is inherent in such studies. Thus, the findings are limited to the group of relatively common clinical disorders and personality disorders. Future studies would presumably be able to add other disorders to the model. In particular, we would encourage investigations of the psychotic disorders in which thought disturbance appears to represent a central feature.

The different time frame used for diagnosing clinical disorders and personality disorders might represent a limitation. However, by using a lifetime frame for clinical disorders and a 5-year frame for personality disorders, we believe a fairly high correspondence is obtained that enables us to capture the stable component of the disorders. Personality disorders are defined by such general features as chronicity, early onset, and lack of insight. To some extent, these features are captured by structured interviews such as the SIDP–IV. Nevertheless, population-based studies that include such interviews will contain less information than a full clinical assessment.

The use of a twin sample as representative of the full population might be seen as a limitation. However, studies have shown that twin samples do not differ from other population-based samples (Johnson, Krueger, Bouchard, & McGuie, 2002; Kendler & Prescott, 2006). Further, randomly dividing the full twin pair sample into one for exploratory purposes and the other for confirmatory analyses has both advantages and limitations. The two samples are partly matched with regard to background variables and genetic factors, and differences between the two samples would therefore be due to chance characteristics. Nevertheless, replication with other samples is required in order to establish the generalizability of the findings. In addition, we have controlled for mean-level differences between sex and age groups and thereby have identified general structures across sex and age. Yet, the possibility of partly different liability structures for men and women and for various age groups might be of interest for future studies.

Investigating the underlying factor structure of disorders is only one of several approaches for making claims about classification systems. Although we believe the identified liabilities and disorder groups to be important for taxonomies, this does not imply a disregard for other aspects such as etiology, stability, consequences, treatability, and functionality.

Because of low prevalences for personality disorders, we used a dimensional representation that included subthreshold categories. Different scoring methods for Axis I and Axis II disorders could contribute to methodological artifacts in the data pattern. However, psychometrically, this approach is warranted, and we believe the
inclusion of method factors in the models takes account of systematic method effects. Finally, substantial attrition was observed in this sample from the birth registry through three waves of contact. We report detailed analyses of the predictors of nonresponse across waves elsewhere (Tamb et al., 2009). Briefly, cooperation was not predicted by symptoms of psychiatric disorders. Further, a series of analyses did not show any evidence of changes in the genetic and environmental covariance structure because of recruitment bias for a broad range of mental health indicators. Although we cannot be certain that our sample was representative with respect to psychopathology, these findings suggest that a substantial bias is unlikely.

**Conclusion**

On the basis of the pattern of co-occurrence, we conclude that personality disorders and common clinical disorders typically cluster in separate groups. By including a broad set of disorders, the current investigation provides support for a distinction between Axis I and Axis II disorders, and a four-factor model of mental disorders was developed. There were exceptions to the general pattern of coherent groups of disorders and a clear axis division. Antisocial personality disorder was located in the Axis I Externalizing cluster, dysthymia was located in the Axis II Anhedonic Introversion cluster, and borderline personality disorder was found to be multifactorial and located in an interspectral position. The findings suggest a dual structure involving both an axis division and a distinction between broad internalizing and externalizing disorders. We believe the results fit with recent efforts to develop a metastructure for DSM (Andrews et al., 2009; Goldberg et al., 2009; Krueger & South, 2009). We hope that our findings will contribute to an integrated understanding of the relations between clinical disorders and personality disorders and point to directions for the search of etiological processes shared among different disorders as well as for classification of psychopathology.
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